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Here we expand on the current methods of characterizing small astronomical bodies, particularly
asteroids, by viewing stellar occultation events. Stellar occultation has proven to be a viable method
for determining the size of moons and asteroids; however, it comes with some limitations. In general
the method does not consider or use all of the known diffraction effects that occur and thus provides
a nominal radius—not a shape—of the occluder. We show that most stellar occultation events involving
small near-Earth asteroids occur with low Fresnel numbers. This in effect renders the traditional meth-
ods useless to characterize the shape, because no sharp shadow exists. We show that using similar data
collection to that of the traditional occultation method and inverting a Fresnel diffraction equation by a
phase retrieval process can yield a complete reconstruction of the silhouette of the occluder. The effect of
noise in the measurements is also discussed. A practical example applied to the asteroid 25143 Itokawa is

shown. © 2014 Optical Society of America
OCIS codes:

Astronomical optics; (040.1240) Arrays.
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1. Introduction

Stellar occultation is widely used to characterize
near-Earth asteroids, minor planets, and moons,
and gives reasonable estimates of the size and char-
acteristics of some of these objects. Several successful
estimates have been made of moons and Kuiper belt
objects [1-3]. The method involves several observers
who record the timespan in which an object occludes
a specific star. Based on the position of the observers
and the occultation times, the Earth ground track of
the shadow can be estimated, which can then be used
to estimate the size of the object. There is, however,
one major limitation to this approach: it assumes
that the object casts a sharp shadow. In reality the
edge of a shadow is subject to diffraction; thus no
clear shadow exists far away from the object. Results
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such as those in [4,5] give a length estimate of an
occluding object in the Kuiper belt but provide no
information about the shape of the object, because
they neglect some of the details of the diffraction
effects. Most efforts in this field have been formu-
lated to give a nominal radius of the occluding object,
such as the discussions in [6]. The discussions in [7]
expand the circular problem to include ellipses. Here
the goal is to characterize the shape of an occluding
asteroid with greater fidelity than a single character-
istic length, radius, or geometrical shape.

As shown in Fig. 1, the effect of the occluder on the
light field is based upon the distance of the observer
from the object and the nominal radius of the object.
The Fresnel region is the region in which a dark
shadow zone exists. It is defined by the Fresnel num-
ber being greater than unity as defined by

F =a?/z4, (1)
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Fig. 1. Schematic of an object’s shadow showing the shadow zone
(darkly shaded) and interference zone (lightly shaded) and the
Fresnel and Fraunhofer regions. This model assumes a point
source to the left of the occluder.

where a is the objects nominal radius, z is the
distance of the observer from the object, and 1 is
the narrow-band mean wavelength of light consid-
ered [8]. A sharp shadow region only exists for
F > 1. Since relatively small near-Earth asteroids
are considered in this work, the Fresnel number is
typically less than unity, which means no sharp
shadow exists at the observer’s location. Rather, only
an interference pattern exists because the observer is
within the Fraunhofer region. This diffraction effect
is demonstrated later in an example. It is thus sug-
gested that characterizing an object geometrically
based on the shadow is not optimal. The object
should be characterized by analyzing the interfer-
ence pattern it produces through an intensity
mapping technique, which requires a specialized
method to solve the phase retrieval problem.

To formulate the problem, consider the object
plane with spatial coordinates x = (x,y) and an ob-
servation plane in the Fraunhofer region with spatial
coordinates X = (X,Y). Both planes are parallel and
separated by the distance z, as shown in Fig. 1. The
object plane can be described by the view angle from
the observation location yielding 0 = x/z = (6,.60,),
and for convenience the observation plane coordi-
nates can be scaled as u = X/z = («,v). The star
far to the left in Fig. 1 is assumed to be a point source.
Since the occluder is assumed to lie within the object
plane, its shape defines the complex field at the
object plane. The field is thus characterized by the
silhouette function I'(d), which is defined as

(o) = 0, if fis inside the asteroid profile
=~ 7 11, otherwise ’

Propagating the field from the point source to the ob-
ject plane and then to the observation plane using
the Huygens—Fresnel principle applied to shadows
gives the Fresnel diffraction equation [6,8-11]

Ulw) = % T'(0) exp (“’fg : Q) exp (—lzfzz : Q)dé’.
3)

Notice that Eq. (3) contains the exponential term
exp(inz0 - 0/4), which introduces a periodic phase

(2

shift into the field. The equation thus cannot be dis-
cretized and turned into a discrete Fourier trans-
form, as is done in the traditional phase retrieval
problem, unless the discretization yields elements
much smaller than the wavelength of these frequen-
cies [6]. Since often times z/4 > 1017, such a resolu-
tion would be prohibitive computationally when
considering an object plane large enough to encom-
pass an astronomical object. Additionally, a discrete
Fourier transform would not properly capture the
entire object plane out to infinity. A continuous sol-
ution is thus the only apparent feasible route.

A. Problem Statement

The formal problem statement here is to devise an
algorithm to estimate the shape of the occluding
object’s silhouette function I'(¢) based on knowledge
of the intensity distribution J(x)=|U(w)|?>. The
method should be able to tolerate a reasonable level
of noise in the intensity data and preferably does not
require spatially high-resolution knowledge of the
intensity or a priori knowledge.

B. Data Collection

Measurement of the intensity across the observation
plane can be performed by multiple observers view-
ing the occultation event simultaneously. As has
been proposed in [11] building upon [4], each
observer records the time history of the observed
light intensity. By comparing the intensities over
small time periods within the time history, the field
intensity over the observation plane can be deter-
mined. Since the Earth’s motion is the dominant
velocity component within the star-occluder-observer
system [4], the shadow pattern moves across the
observer’s locations giving each observer an opportu-
nity to measure the intensity at many locations
relative to the origin of the observation plane. A sche-
matic of the system is shown in Fig. 2, which portrays
the path of the shadow pattern moving across a lin-
ear array of observers. The preliminary design places
the observers on small satellites in a “string of
pearls” constellation to eliminate any atmospheric
effects.

2. Proposed Solution

Equation (3) is the standard Fresnel diffraction
equation, which describes the wave field some
distance from the occluding object; however, its

Shadow Path

To Star
Occluder

Observers
4

Fig. 2. Schematic of the star-occluder-observer system showing
the shadow pattern moving across the Earth’s surface past
observers.

1 June 2014 / Vol. 53, No. 16 / APPLIED OPTICS 3541



magnitude is the known quantity when measuring
the changes in the wave field from the occluded star
[11]. To simplify the expression it can be multiplied
by the phase factor exp(izzu - u/4), which has a mag-
nitude of unity and is not a function of the variable of
integration 6. This factor completes the square and
gives the form

1272 inz 2

J(u) = ' / F(é))exp(@ 9—7_ 9+7u u)de

= ',1/]1@ ['(0) exp (A(Q—Q)Z)dé

The phase factor is benign since only the magnitude
is preserved when defining JJ/(z). Equation (4) can be
rewritten in the convenient form

2

“4)

J(w) =

A 2
2 [a-a-rones (% w- 9)2)019’
= ‘EAZ exp (Mf(z—gﬂ)dg
_j/eXp(iT(ﬁ‘W)‘iﬁr’ 5)
14

where y is the domain where I'(9) = 0. The question
thus becomes how to describe the region y such that
its shape can be estimated. Since it is known that the
shape of the object may not be a standard geometric
shape, an obvious choice is to describe y using a grid
of binary values [12]. This would turn the second in-
tegral in Eq. (5) into a discrete summation of continu-
ous integrals over the elements in this grid [13]. If
the (i,j) element of the grid covers the domain

A;j={(0:.0,) ER?|0 <0, -0,; <AAN0 <0, -0, ; <A}
(6)
and has the value T;;, Eq. (5) becomes
Jw =% [ esp("F w-0)ao
—-2(1 I / exp (— (u - 9)2)d9 (7

Vz,]

Making use of the complex form of the Fresnel inte-

gral [14]
x int?
E[x]=/ ex p( )dt (8)
0

the integrals in Eq. (7) have the antiderivative
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Using this expression, Eq. (7) yields [7]

i-5> (1T,

Vij

X (E[\/zllz(ex,i +Ax—u):| —E[ %(Qx,i—u)})
x(E[\/iE(GyJ—i-Ay—v)}—E[ i—z(ﬁyj—v)])

The problem now is to estimate the (i,j) compo-
nents of the grid, which have I';; = 0. This can be
done by a simple guess-and-check method where
the region y is guessed, the field’s squared magnitude
is computed using Eq. (10), and it is compared to the
measured intensity. When a suitable estimate for y is
found the two should closely match. The only differ-
ence between the two would be the fact that the true
silhouette function does not follow the grid pattern
that the estimation assumed [13]. The grid should
thus be dense enough to mitigate this error.

An additional convenience of this method is the
relaxed requirements on the intensity data resolu-
tion. The intensity data and the silhouette grid
can be different resolutions. Additionally, the inten-
sity data can be sparse since they are only used for a
comparison and not a Fourier transform as is done in
the traditional phase retrieval problem. The number
of intensity measurements required is discussed in
Section 5.

The simplest method to use for the guess and check
is a raster scan across the grid. Each grid element I'; ;
is flipped in value, and the intensity distribution
error is checked for improvement. The error between
the estimated and measured intensity distributions
can be defined by

-3

Vi

J(w) =

2

(10)

| (@)1 (11)

T (@;)1” -

where ;- are the locations of measurements and
J (@ ) aré the measured values. If the error decreases
for a change to the grid, it is kept; otherwise the
value is not changed.

3. Example

To demonstrate the silhouette estimation process,
consider the asteroid Itokawa as viewed from 1 astro-
nomical unit away. The true silhouette is based on an
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Fig. 3. True silhouette of the asteroid Itokawa pixelated in a
64 x 64 grid based on images from [15].

image from the Hayabusa mission and is shown in
Fig. 3. The image is 64 x 64 pixels, and Itokawa is
40 pixels wide. Itokawa is known to be about 535 m
long, so each pixel in the image is 13.4 m wide/tall.
The angular resolution is thus 1.8 x 10~® arcsec,
and the field of view is 1.2 x 1072 arcsec. This image
is, therefore, unresolvable by even the Hubble tele-
scope and is even not feasible for optical astronomical
interferometers. If green light is considered, as is
common in optical interferometry, the mean wave-
length is 5.5x 10"7 m. Referring to Eq. (1), the
Fresnel number is thus 0.87. Since the aphelion
and perihelion of Itokawa are 1.695 and 0.953 au,
respectively, this example represents a reasonable
case of Itokawa viewed from Earth. The intensity
distribution for these parameters based upon the
silhouette in Fig. 3 is shown in Fig. 4. Note the bright
regions within the silhouette, which correspond to a
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Fig. 4. Coarse grid of intensity data for the asteroid Itokawa
viewed with a Fresnel number of 0.87, which serves as the input
to the phase retrieval algorithm.

diffraction effect similar to the Arago spot, which
reinforces the claim that the traditional occultation
method of timing the disappearance and reappear-
ance of the occluded star is unreliable [9,16].

In practice, the entire intensity map cannot be
known. If the intensity is known on a grid spanning
2 km every 20 m this represents a 100 x 100 grid as
shown in Fig. 4. It is not necessary for the measure-
ments to follow a grid pattern. This is simply done
here to make the data more convenient to display
in a figure. A detailed explanation of the data collec-
tion for this application is discussed in [11] and in
Section 5. It is advantageous for the measurements
to span an area large enough to capture the distorted
silhouette but also small enough to avoid the high
frequency fluctuations that occur far away from
the origin as evident in Eq. (4). Although these fluc-
tuations are small, proper measurements far away
from the origin would require tight tolerances on
spatial positioning to resolve these fluctuations.
Additionally, far away from the origin the field
amplitude is approximately constant according to
the Fresnel integral. Information far away from
the origin is thus not as useful as information
near the origin.

For this example the silhouette is assumed ini-
tially to be all white. The pixels in the grid are tested
by flipping their values from top to bottom, left to
right in a regular pattern and looking for a decrease
in the error defined in Eq. (11). A complete scan
across the grid is designated as one iteration.
Figure 5 shows the error defined by Eq. (11) through
10 iterations. The image after just one iteration is
shown in Fig. 6. The general shape of the asteroid
is already apparent since the most error reduction
occurs in the first iteration. Although often unneces-
sary for convergence, a priori knowledge can speed
convergence. The user can manually edit the esti-
mate before continuing to the next iteration based
on intuitive knowledge that an asteroid will not
typically have holes in it or any other a priori knowl-
edge. This was not done for this example to prove
convergence without this knowledge.

The final silhouette is shown in Fig. 7, where the
input intensity matches the transformation of the
estimated image, i.e., the error is nearly zero.
Notice that the error drops drastically near the last

Error
- -
Om o
(
L

Iteration

Fig. 5. Error between intensity distribution of the estimated
image and the measured intensity data.
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Fig. 6. Estimated silhouette of Itokawa pixelated in a 32 x 32
grid after one iteration.

iterations. This is because a single incorrect pixel
accounts for the majority of the error value.

The result of the 32 x 32 image can be used as the
initial estimate of a higher-resolution estimation.
This has been implemented with great success.
Initially a 16 x 16 or similar coarse image is com-
puted. Its estimate serves as the input to the 32 x
32 image. This nested grid approach can reduce
the number of iterations needed to recover high-
resolution images and helps to ensure convergence.
Using this technique the exact 64 x 64 silhouette
was estimated using the 32 x 32 estimate as the ini-
tial guess in only 10 iterations.

Using the error metric in Eq. (11) has some cav-
eats. There exist local minima in the error, which
can cause the algorithm to stagnate. A convenient
realization is if no error reduction takes place for
an entire iteration it is known that the method
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Fig. 7. Estimated silhouette of Itokawa pixelated in a 32 x 32
grid after 10 iterations.
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has stagnated. A simple method to help the algo-
rithm along is to randomly flip a few pixel values
in the image. While this is a naive approach, it often
works. The optimization of this algorithm to mitigate
the effect of local minima is left to subsequent work.
Some ideas include testing multiple pixels at one
time. Within this idea the first pixel is located using
the raster scan and the second pixel is chosen at ran-
dom. Since such a method introduces random behav-
iors, only the simplest raster scan method is shown
here since the performance is deterministic.

4. Effect of Noise

The intensity measurements here are independent
recordings of the field intensity. Additionally, each
measurement apparatus is essentially one of the
apertures of an intensity interferometer. Intensity
interferometry techniques are often plagued with
undesirable signal-to-noise levels; therefore, it is
important that the method is capable of converging
when the intensity contains random corruption. The
noise model used here is commonly used in intensity
interferometry and is based on the work of Hanbury
Brown and Twiss [17,18]. The model is

J@) = U@ = U@ Q1 +N(0,06) +iN(0,0))|%,
(12)

where N (0, 6) is random Gaussian noise with a stan-
dard deviation of 6 [19-21]. In an attempt to quantify
the performance of this algorithm in the presence of
noise, the 32 x 32 case for Itokawa was used in a
Monte Carlo simulation. Twenty-five image esti-
mates were constructed for different realizations of
the noise at several noise levels, and no extra mea-
sures were implemented to mitigate local minima.
The noise levels correspond to typical discussions
of noise in phase retrieval [22,23]. The mean errors
of the 25 estimates at each noise level reveal an
interesting trend shown in Fig. 8. As expected, the
error decreases very quickly during the first
iteration. For some noise levels the error later stag-
nates at a nonzero level, while some converge to
nearly zero.

The final error values are shown in Fig. 9. The
trend that at near-zero noise levels the algorithm
typically stagnates at a higher noise level than at

Mean Error

Iteration

Noise StDev

Fig. 8. Monte Carlo results showing the mean error of 25 trials at
several noise levels.
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Fig. 9. Monte Carlo results showing the final mean error of 25
trials at several noise levels.

noise levels between 5% and 10% percent is unex-
pected. At near-zero noise levels the standard devia-
tions of the Monte Carlo results are much larger than
at higher noise levels. The stagnated error increases
linearly above 10%. The erratic behavior for near-
noiseless cases is not currently understood.

An example of the result for a noise standard
deviation of 0.2 is shown in Fig. 10. The result con-
tains some incorrect pixels, but the shape of Itokawa
is clearly evident. This result can be greatly
improved by a simple Gaussian image filter applied
to the intensity map. The result after filtering the in-
tensity data using a Gaussian with a standard
deviation of three pixels is shown in Fig. 11. Only
two pixels in the final silhouette are incorrect, and
one is far enough away from the silhouette to be
definitively attributed to noise. A comparable Monte
Carlo simulation was performed implementing the
Gaussian image filter, and the result showed no
difference in the mean error near the zero noise
regime; however, for higher noise levels the mean er-
ror decreased by about 25%. The result is shown
in Fig. 12.
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Fig. 10. Example result after 10 iterations with a noise standard
deviation of 0.2.
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Fig. 11. Example result after three iterations with a noise stan-

dard deviation of 0.2 and a Gaussian filter applied to the intensity
data.

5. Data Coverage and Aperture Positioning

The previous discussions used knowledge of the
shadow pattern, which spanned a rectangular grid.
In practice, the shadow pattern is only known at
specified positions. Since the shadow pattern is mov-
ing at a high velocity relative to the Earth, each aper-
ture can collect intensity measurements in a straight
line across the shadow pattern. Shown in Fig. 13 is
an example of the detected intensity distribution by
20 equally spaced apertures each 75 m apart with
128 measurements along each line. To quantify the
quality of the data coverage the ratio of the number
of measurements to the number of pixels in the
silhouette estimate is defined as

#Measurements

p= #Pixels in Silhouette (13)

The definition of p can be used to establish a theoreti-
cal minimum number of measurements. The number
of constraints on the system—the number of
measurements—should be greater than the number
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Fig. 12. Monte Carlo results showing the final mean error of 25
trials at several noise levels with a Gaussian image filter applied
to the intensity data.
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Fig. 13. Data collection pattern for 20 equally spaced apertures
each 75 m apart. The red regions between the lines of data denote
the absence of data. There are 128 intensity measurements along
each aperture’s path through the shadow pattern. The full inten-
sity distribution is identical to Fig. 4.
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Fig. 14. Silhouette estimate for eight apertures making 128 mea-
surements each, i.e., p = 1. This result demonstrates the need for
more measurements than the theoretical minimum requirement.

of unknowns—the number of pixels in the silhouette
estimate. In the case of the measurements shown in
Fig. 13 used to recover a 32 x 32 pixel silhouette es-
timate, the ratio p is 2.5. Perfect silhouette recover
was achieved after 3.6 iterations. If the number of
apertures in the data collection is reduced to 8, the
ratio p is reduced to exactly unity. In this case the
recovery is theoretically possible; however, the result
shown in Fig. 14 is not clear. The threshold of data
collection for practical recovery requires approxi-
mately p = 2 This type of analysis can be used for
testing various arrangements and spacing of the
apertures. Future work on this topic will tie the sil-
houette estimation algorithm’s performance to the
design of a constellation of space borne apertures.
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6. Conclusion

The discussions here take the current method of stel-
lar occultation and expand the possible information
derived from the observer data. Currently, occulta-
tion data are used to estimate a single length that
corresponds to the occluder, which is based on a study
of the Fraunhoffer diffraction of a circular object
[9,24]. The topic of Fraunhoffer diffraction of noncir-
cular objects has been explored but not with the prac-
tical application discussed here [25,26]. Here the
same type of light collector is used for data collection;
however, the information is processed differently to
yield a complete silhouette of the occluder of much
higher resolution than any of the light collectors
can individually resolve.

It has been shown previously that the diffraction
pattern produced by an occluder can be considered
a convolution of the pattern produced by the occluder
split into simpler geometric shapes [7]. Here this
idea was expanded and formalized yielding an ex-
pression for the diffraction pattern of an arbitrary
occluder. An algorithm was presented that is capable
of inverting the formula for the diffraction pattern,
which yields the shape of the occluder for a given dif-
fraction pattern’s intensity distribution. Examples of
the algorithm’s performance were shown using the
silhouette of Itokawa. The resolution and dimensions
in the example represent Itokawa viewed from one
astronomical unit away. The algorithm was able to
reconstruct the silhouette at various resolutions.
The algorithm was also tested in the presence of vari-
ous levels of noise. The simple method of smoothing
the intensity data with a Gaussian filter reveals a
measurable improvement in the resulting image
quality. Additionally, the performance of the algo-
rithm was shown for a practical number of apertures
in a defined constellation.

Ongoing work on this topic includes optimizing the
silhouette recovery algorithm to decrease runtimes
for high-resolution images and escape local minima
of the error metric. Additionally, the analysis is being
expanded to assume a finite disk for the star instead
of a point and a finite bandwidth instead of the small
bandwidth assumption. A better performing method
of noise filtering in the intensity data is also sought.
Future work will also focus on the development of the
aperture constellation.

We acknowledge the King Abdulaziz City for
Science and Technology (KACST) for their support
of these and ongoing research efforts.
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