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Estimation of arbitrary time delays of multichannel synthetic data 
J. Douglas Callison, Terry E. Riemer, and Russell E. Trahan, Jr. 
Deœartment of Electrical Engineering, University of New Orleans, New Orleans, Louisiana 70148 

(Received 13 January 1986; accepted for publication 31 October 1986) 

A new method for computing arbitrary time delays between multichannel data is introduced 
based on the idea of using the ordinary cross-correlation technique. It is shown that, by 
windowing the data record, events can be isolated and identified between channels. This new 
technique, called the window-correlation technique (WCT), is capable of determining 
arbitrary delays, very accurately, down to a signal-to-noise ratio of 0 dB. Finally, results of the 
WCT are compared to those of the ordinary cross correlation for Gaussian signals corrupted 
by additive Gaussian white noise. 

PACS numbers: 43.60.Gk 

INTRODUCTION 

Over the past few years, there has been considerable 
interest in the area of time-delay estimation (TDE).1-7 This 
subject became so popular that it brought about a special 
issue in the IEEE Transactions on Acoustics, Speech, and 
Signal Processing. 1 However, most of the work that has been 
published seems to deal mainly with specific types of unbi- 
ased estimators and how well they perform compared to the 
Cramer-Rao lower bound 8 for the variance. 1,2 Also, the arti- 
cles that deal with simulation results, showing actual esti- 
mated delays, handle a uniform delay only. In other words, 
the entire received signal, which is considered one event, is 
delayed by some integral multiple of the sample period. 1,2,5,6 
The algorithm presented in this article is capable of handling 
multichannel data, embedded in additive Gaussian white 
noise, that consists of arbitrary time delays between chan- 
nels. In contrast with the classic uniform delay problem, the 
algorithm isolates specific events, which may be delayed by 
arbitrary amounts between channels, and calculates the de- 
lays as compared to the corresponding events in the refer- 
ence channel. 

When time-delay estimation is developed for radar pur- 
poses, it is essential to find a solution that can be implemen- 
ted in real time. However, there are applications where com- 
putation time is not as important as accuracy of estimation 
and the actual calculation of delays. The two major areas 
that do not necessarily require real-time application are the 
seismic and audio processing fields. For example, it might be 
desirable to know the time differences between related 

events in multichannel audio data. Another example could 
be that of a seismic trace that consists of echoes describing 
the earth's layers. These echoes would not necessarily be 
delayed a uniform amount on the received trace. Therefore, 
a generalized cross-correlation method would most likely 
not work. The procedure discussed in this article was not 
designed for a real-time process. Nevertheless, it does seem 
to give extremely accurate results for. data with varying de- 
lays and corrupted by a substantial amount of noise. How- 
ever, there is a slight degradation of accuracy, as seems to be 
the case in all TDE techniques, as the signal-to-noise ratio 
(SNR) becomes very small. 

This article is organized as follows. Section I reviews 
some of the basic concepts of cross-correlation techniques as 
applied to time-delay estimation. This is the basis of the algo- 
rithm characterized in this article. Section II describes the 

algorithm developed for the arbitrary TDE case, which uses 
the concept of the window-correlation technique (WCT). 
As is the case with any newly developed technique, a suitable 
means of comparison and presentation of results must be 
fulfilled. This is accomplished in Sec. III. Finally, conclu- 
sions and discussion of further work are covered in Sec. IV. 

I. REVIEW OF CROSS-CORRELATION ESTIMATION 

Although the following procedure can be used for multi- 
channel data, the two-channel case will be developed for 
simplicity. Assume that the two-channel signals can be writ- 
ten in mathematical form as follows: 

x(t) =y(t) + nl(t), 

h(t) = ay(t -- r) q- n2(t) , (1) 
where x (t) is the signal in channel # 1, h (t) is the signal in 
channel # 2, y(t) is the source signal, and a is an attenu- 
ation factor. The contaminating noise sources, n l(t) and 
r•2(t), are statistically independent of each other and the 
signal, zero-mean, and having Gaussian probability density 
functions, resulting in the well-known additive Gaussian 
white noise (AGWN) model. The variable r is the uniform 
delay between channels # 1 and # 2 and is assumed to be an 
integral multiple rm of a sample period T. Since the correla- 
tion procedure is implemented on a computer and only a 
finite number of data points are available, Eqs. (1) can be 
written in terms of discrete values as follows: 

x(kT) = y(kT) + nl(kT) , (2) 
h(kT) =ay(kT-- 7-mT) q- n2(kT) , 

0<k<N-- 1, 

where N is the total number of data points available and T is 
the sample period, which we normalize to unity. 

Assuming that y(k) is mutually independent of n i (k) 
and n 2 (k), the cross correlation between x (k) and h (k) is 
given by 6 
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Rxn (A ) = E [x(k)h(k + A) ] 
= aRyy (A -- r m ) , (3) 

where Ryy (/• -- rm ) is the autocorrelation of the source sig- 
naly(k). It is well known 9 that a reasonable estimate for the 
cross correlation can be given as 

1N-• -• =• x(k)h(k+A) . (4) R• (A) N •=o 
The exp•ted value of Rxh (A) can easily be found to be 

E [ R• ( A ) ] N-- A.R• ( A ) = 1-- • ( A ) 
N 

0<A <N. (5) 

Therefore, as long as N is much greater than the shift A, the 
estimator is asymptotically unbiased. It can also be shown 
that the variance of R•a (A) is inversely propo•ional to N. ø 

Now, by locating the largest peak of Rxh (A), the uni- 
fore delay r• can be estimated, since the autocorrelation is 
a maximum at zero shift. This is known as the ordinary 
cross-co,elation method. 

Since the processing is peffomed on a computer, an 
F• c• be used to decrease computation time. By using 
Fourier transfore prope•ies, •. (4) can be restated for 
real functions as follows: 

R•a (A) = ( 1/N)F - •[X * •H• ], (6) 
where F - • denotes the inverse Fourier transfore, X½3 and 
H• denote the Fourier transfores ofx(.) and h (.), respec- 
tively, and the ß indicates complex conjugate. Thus, from 
•. (6), the estimate of the cross-correlation function is ob- 
tained by taking the inverse transfore of the product of the 
transfores of each data record. 

The •alysis above was developed for a unifom delay 
between the two channels. In Sec. II, ce•ain modifications 
must be made before the ordinau cross-correlation method 
can be us• for arbitrary time delays. 

II. WINDOW-CORRELATION TECHNIQUE 

The window-correlation technique uses the ordinary 
cross-correlation technique as its basis. Assume that the 
two-channel system now consists of two distinct events in 
which each event is delayed arbitrary amounts between 
channels: 

x(k) =y,(k) +y2(k) + n•(k), 

h(k) = ay•(k - r•) + ]•y2(k - r2) + n2(k) , 
(7) 

where y• (.) and Y2 (') represent different events in the data 
record. The two delays are r• and r2. Both channels are again 
corrupted with AGWN. If we were to use the ordinary cross- 
correlation technique on Eqs. (7), we would expect the esti- 
mated delay to be some combination ofr• and r2. In fact, the 
delay tums out to be the largest of r• and r2 when the tech- 
nique can estimate the delay. Therefore, the ordinary cross- 
correlation method cannot distinguish between the two de- 
lays. Thus, if we can somehow isolate the two separate 
events, we can estimate both delays independently. This 
leads to the use of the window-correlation technique. 

The procedure is started by windowing a section of the 
reference channel with a suitable window function. The win- 

dowing procedure eliminates the dependence of correlation 
length on the amount of delay. The reason for this arises 
from the fact that the window isolates segments of data. A 
least-squares minimization is used to compare window seg- 
ments, as will be discussed later. Therefore, the entire length 
of the event is not being correlated, but only segments of it. 
The windowed reference channel can now be represented by 

xw(k) =x(k)w(k) , (8) 
where 

1, 0<k<M, w(k)= O, M<k<N--1. (9) 
In Eq. (9) the parameter M, which determines the window 
length, is chosen small enough to satisfy the test data re- 
quirements discussed later. In our test problem, the length of 
the window is chosen in order that two events are not over- 

lapped in a specific channel. For any problem, the selection 
of M is certainly a critical factor since it is closely related to 
the amount of delay. The selection of an optimum window is 
currently being researched by examining the frequency con- 
tent of the signals. For the purpose of presenting the WCT, 
the window in this article is assumed optimum. 

Since xw (k) is now the desired signal, the autocorrela- 
tion ofx• (k) can be calculated to yield the desired autocor- 
relation function Rx• (g). Next, the second channel is win- 
dowed by w(k), yielding h•o(k). The ordinary 
cross-correlation technique is next used to get a second cor- 
relation function R,,h•, (•). Now that we have a desired func- 
tion and a second function, we have to use some technique to 
see how close these two functions are to each other. •ø The 

method chosen by the authors is a squared-error function 
given by 

e2= •: [R•(/•)--R•hw(A)] 2. (10) 
,•=0 

The value calculated by Eq. (10) is stored for future use. The 
next process is to slide the window over one data point on 
channel #2 while leaving the desired ai•tocorrelation func- 
tion untouched for the time being. Another ordinary cross 
correlation is computed between x• (k) and the new h• (k), 
followed by evaluating the new squared error. This process is 
continued until the desired length of channel #2 has been 
tested. When the process is completed, the algorithm has 
produced a set of squared errors, 

z-- (•,•,...,•), (11) 
without changing the window position on the reference sig- 
nal. From Eq. (11 ), the least-squared error (LSE) can be 
found by searching for the minimum value. The position of 
the window on the second channel, where the LSE occurs, is 
chosen as the estimated delay for the section of the reference 
channel which has been windowed in Eq. (8). In other 
words, for the windowed reference channel, a delay has been 
estimated for the section of the second channel that best ap- 
proximates the first channel. 

The algorithm is repeated by moving the window one 
data point down the reference channel data. The same proce- 
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dure is used to estimate the delay for the new windowed 
segment. 

At this point in the algorithm, we are left with a number 
of estimated delays d corresponding to specific segments of 
the reference channel. The new problem becomes one of 
sorting out these delays and making a decision on the num- 
ber of segments we have with actual data and what their 
corresponding delays are. This decision-making process is 
accomplished by looking for trends in the set of estimated 
delays. If a certain number of successive delays are particu- 
larly close to each other, over several segments of data, the 
decision is made that those segments contain useful informa- 
tion and the delay is estimated as the average of the closely 
associated group of delays. Ideally, these delays would be 
equal and the average would simply be the computed delay. 
However, with decreasing SNR, these delays will probably 
not be equal, but the average should be extremely dose to the 
actual delay. Since the noise used is uncorrelated, no deci- 
sion will be made when the packets contain only noise, be- 
cause each successive delay computed would not be expected 
to follow a fixed pattern. 

The technique described above is stated in algorithmic 
form below. Algorithm 1 is used to compute the estimated 
autocorrelation and cross correlation of the desired signals. 
Also, this algorithm computes the set of estimated delays d 
for each window position of the reference channel. Algo- 
rithm 2 is called by algorithm 1. The set of delays d is passed 
from algorithm 1 and the output consists of a signal r that 
has been reconstructed using the second channel and set of 
delays d. Algorithm 3 is also called by algorithm 1. This 
algorithm is used to identify the different events in the two 
channels and compute their relative positions by estimating 
the delay between them. This is accomplished by first 
searching for a specified number of successive delays that are 
d-_ e apart. If the condition on consecutive values is met, the 

algorithm estimates the delay for a certain interval of chan- 
nel 1 as being the average of these delays. However, there 
arises the case where one or two values may be encountered 
outside the d-_ e interval and then the values return back 
within the _d- e range for an extended period of time. In this 
case, the points outside the interval are disregarded and the 
average is taken using only the values inside the d-_ e range. 
We now state algorithm 1. 

Algorithm 1. Delay estimation 
Data: 

x = Signal in channel •: 1 
y = Signal in channel #2 
N = Number of data points 
IV = Window width (determined empirically to be opti- 

mum for IV= N/10) 
L = Distance window is to slide over channel •:2 

(0<L<N-- W-- 1) 

K = Initial position of window in reference channel 
(0<K<N-- IV-- 1) 

r = Reconstructed signal (initialized to zero). 
Steps: 

Step 0: Setrn=K, j=K. 
Step 1' Window reference channel, starting at j, pro- 

Step 2. 

Step 3' 

Step 4: 

Step 5: 

Step 6: 

Step 7: 

Step 8: 
Step 9: 

Step 10: 
Step 11' 

ducingx•(k), O<k<N- W- 1. 
Compute the estimated autocorrelation, 
R•,xw (A), ofxw (k). 
Window second channel, starting at rn, pro- 
ducing h• (k), 0•k•N- W- 1. 
Compute the estimated cross correlation, 
Rxa• (A), between x• (k) and h• (k). 
Using Eq. (10) compute and store the squared 
error. 

Set rn = rn d- 1. If rn EL go to step 3; else, go to 
step 7. 
For z = (• ,• ,...,• ) search and store the po- 
sition containing the least-square error, pro- 
ducing d•, where d• is the estimated delay of the 
window position in the reference channel. 
Call algorithm 2. 
Set j =j d- 1. If j<N - W- 1, go to step 1; 
else, go to step 10. 
Call algorithm 3. 
Stop. 

Algorithm 2. Channel reconstruction 

Data: 

Parameters passed to algorithm: 
h = Signal in channel •:2 l 
IV = Number of data points in window 
j = Start of window in reference channel 
d• = Computed delay of window positionj 

Output: 
r = Reconstructed signal. 

Steps: 

Step 0: Set i = 1. 
Step 1. If r(j d- i) = 0, set r(,/d- i) = h (j' d- d• d- i), go 

to step 3; else, go to step 2. 
Step 2: Set r(,/d- 1 ) = [r(j d- 1 ) d- h (,/d- d• d- i) ]/2. 
Step 3: Set i = i d- 1. If i < W, go to step 1; else, return. 

Algorithm 3. Identification of events 
Data: 

Parameters passed to algorithm: 
N = Number of data points 
W = Window width 

d = (d•,d2,...,dN_w_•), where d is the set of delays 
e = Interval defining closeness of consecutive delays 
p = Number of data points outside _+ e interval 
q = Number of data points within ñ e interval 
/3 = Limit for the number of values outside ñ e interval 

Output: 
de = Position of event in channel •2 
j = Start of event in reference channel 
k = End of event in reference channel 

Steps: 
Step 0: Setj = 1. 
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Step 1. 
Step 2: 

Step 3. 
Step 4: 

Step 5: 
Step 6: 
Step 7: 
Step 8: 

Set i = 1, p = 0, q = 0. Store d i and set s = di. 
Ifd i + • is within ___ e ofd•, go to step 3; else, go 
to step 4. 
Set q - q -F 1, s -- s -F di + •. Go to step 5. 
Set p -p + 1. Ifp >/3, go to step 6; else, go to 
step 5. 
Set i - i + 1. Go to step 2. 
If q > IV, go to step 7; else, go to step 8. 
Output: d e = s/(q -f- 1 ), j,k = j -Fi. 
Setj = j + i + 1, i = 1. If j < N -- IV-- 1, go to 
step 1; else, return. 

The group of algorithms described above is given the 
name window-correlation technique (WCT) to distinguish 
it from other correlation methods. Several general estima- 
tion concepts were used to adapt the ordinary cross-correla- 
tion technique to the estimation of arbitrary delays. Section 
III will present the results of arbitrary delay estimation using 
the WCT on synthetic data as compared to the ordinary 
cross-correlation technique. 

III. RESULTS 

There are several ways to test the ability of the window- 
correlation technique to distinguish between arbitrary de- 
lays. In this section, two methods were decided upon.to com- 
pare the window method against the ordinary 
cross-correlation technique. In order to test this new tech- 
nique, it is necessary to create a test problem which has a 
known solution; therefore, test signals are set up where the 
number of events are known a priori. The synthetic data 
chosen consist of two, uncorrelated, Gaussian-white, zero- 
mean events, as shown in Fig. 1 (a). The delayed version of 
this signal is shown in Fig. 1 (b). These two signals will be 
corrupted by AGWN, which is uncorrelated with the sig- 
nals. Also, the events are resolved well enough such that they 
do not overlap in time. The first event has been delayed 30 
sample points while the second event has been delayed 10 
sample points. 

Although the number of events may be given, the delays 
between channels must still be computed. This is a nontrivial 
problem since the noise present can be of the same order of 
magnitude as the event signals. 

The first method of comparison consists of distinguish- 
ing between the two delays and identifying the events in the 
second channel as given by algorithm 3. The signal-to-noise 
ratio was decreased for each successive calculation to find 

the lower bound for the window method. The expression for 
SNR chosen by the authors is given as follows: 

SNRdB = 10 log( S•/•--z), (12) 

where •-• and •-z are the mean-square values of the signal 
and noise, respectively. These values are easily obtained by 
the autocorrelation function. 

The results of the delay estimation for the window-cor- 
relation technique and the ordinary cross correlation are 
shown in Table I, where •-• (•-2) is the WCT estimated delay 
of the first (second) event and •'o is the estimated delay by 
the ordinary cross-correlation method. As can be seen from 
Table I, the window-correlation technique estimates the two 

(a) 

i o 

't.00 t•.00 2'7. oo •b. oo T 53. oo 6s. oo 79. oo 92. oo IME {SflMPLES) 

õ 

'1,00 

(b) 

th.00 •.00 •b.00 sh.00 6•.00 7b.00 9b.00 tbs.00 
TIME (SflMPLES) 

FIG. 1. (a) The signal contained in channel # 1 is a Gaussian zero-mean 
process. The signal in (a) contains no additive noise at this point and con- 
sists of two pulses separated in time. (b) The signal in (b) is a delayed 
version of the original channel. The first pulse in (a) has been delayed 30 
sample points while the second pulse has been delayed 10 sample points. 

delays very accurately down to an SNR of 0 dB. Also, as 
expected, the ordinary cross-correlation method could only 
estimate one delay, if any. That delay turned out to be the 
delay of the largest event, since that would indicate the great- 
est area of correlation. 

The second method of comparison uses one estimated 
delay at a time to align the second channel with the reference 
channel. This method does not look for patterns as in algo- 
rithm 2, but uses the complete set of estimated delays by 
calling algorithm 3 each time a delay is computed. The first 
step taken is to compute the squared error between the refer- 
ence signal and the original second channel. The delays are 
then used to shift the second channel to the calculated posi- 
tion, producing the reconstructed signal. The next step is to 
compute the new squared-error value. These two computed 
values are used as follows: 

% improvement in alignment 
= [ (SE 1 -- SE2)/SE 1 ] 100%, (13) 

where SE 1 and SE2 are the initial and final squared errors, 
respectively. From Eq. (13), it is seen that, if there is com- 
plete alignment after estimation, i.e., SE2-equals zero, then 
the percentage improvement would be 100%. 
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TABLE I. Delay estimation (actual delays: •'• -- 30 samples, •'2 -- 10 sam- 
pies). 

SNR(dB) •'l •'2 % 

100 30.000 10.000 30.000 

80 30.000 10.000 30.000 

60 30.000 10.000 30.000 
40 30.000 10.000 30.000 

20 29.943 10.000 30.000 

10 29.846 10.000 30.000 

5 29.761 10.000 30.000 

0 30.000 10.476 30.000 

-- 5 a a 0.000 

-- 10 ' ' 0.000 

Indicates that the program cannot distinguish between the delays and, 
therefore, makes no decision. 

õ 

.oo •.oo •.oo 
TIME {SAMPLES) 

(a) 

s5.oo s•.oo 75.oo 9•.oo tbs.oo 

However, with varying SNR, it is not expected to have 
complete alignment. Table il shows the results ofthe percen- 
tage improvement in alignment for both methods at different 
SNR. The interesting point to be made here is that, even at 
an SNR equal to -- 10 dB, the WCT can be used to align the 
two channels better than the ordinary cross correlation can 
at a very high SNR. Also, at medium to high signal-to-noise 
ratios, the WCT aligns the two channels very well. As men- 
tioned previously, the noise level prevents perfect alignment. 

Figure 2 (a) and (b) shows the original and delayed sig- 
nals corrupted by AGWN with an SNR of 40 dB. By using 
the WCT and reconstructing the second channel, the error in 
reconstruction can be seen in Fig. 2 (c). Notice that the ma- 
jor contribution of error is in the region that contained no 
signal, only noise. 

Again, the original and delayed signals are shown in Fig. 
3(a) and (b) with an SNR of 0 dB. Figure 3(c) shows the 
original signal with noise versus the reconstructed signal us- 
ing the WCT. As can be seen, the reconstruction is excellent, 
even at this low $NR. The error function is given in Fig. 
3 (d). Since this error looks so large and we have seen that 
the reconstruction was excellent, it must be concluded that 
the low SNR accounts for the size of the error. Also, as seen 
in Fig. 3 (e), the WCT creates a smaller error than the ordi- 
nar• cross correlation. 

Figure 4(a)-(c) shows the results of the WCT with an 
SNR of - 10 dB. 

TABLE II. Percent alignment (WCT = window-correlation technique and 
OCC = ordinary cross correlation). 

SNR (dB) WCT( % ) OCC( % ) 

100 94.383 62.947 
80 94.384 62.946 
60 94.389 62.935 
40 94.437 62.825 
20 94.661 61.383 
10 92.892 56.608 
5 84.704 42.840 
0 76.064 27.920 

-- 5 68.020 0.000 
-- 10 64.368 0.000 

(b) 

t•.oo •.oo •5.oo 55.00 sk.oo 75.oo 9b.oo tbs.oo 
T I ME {SAMPLES) 

o 
o 

't O0 

(c) 

l•.oo •.oo •o.oo T s5.oo SS.00 ?O.00 92.00 tOS.00 IME {SAMPLES) 

FIG. 2. (a) The original signal in Fig. 1 (a) with AGWN. The signal-to- 
noise ratio (SNR) is 40 dB. (b) Channel #2, the delayed channel, and 
corrupted with AGWN. Again, the SNR was chosen to be 40 dB but the 
noise was not chosen to be the same random noise as in (a). (c) Error func- 
tion obtained by using the window-correlation technique to reconstruct the 
delayed signal using the delays. The error was then found by taking the 
difference between the signal in (a) and the reconstructed signal. 

IV. DISCUSSION AND CONCLUSIONS 

In this article, a method has been developed to estimate 
arbitrary time delays. Use has been made of the ordinary 

1004 J. Acoust. Soc. Am., Vol. 81, No. 4, April 1987 Callison eta/.' Estimation of arbitrary time 1004 



(a) 

.oo L•.oo •.oo •5.oo s5.oo s•.oo 75. oo s•.oo •bs. oo 
. TIME (SAMPLES) 

õ (b) 

, 

.oo Lli.oo •.oo •lb. oo s•.oo 6k.oo ?•.oo 9•.oo •bs.oo 
TIME (SAMPLES) 

'! ,00 

(c) 

Original Signal 

Reconstructed Signal 

L•.oo ;•.oo •lo. oo T s•.oo" si;.oo ?•,.oo '½,.oo •bs.oo IME (SAMPLES) 

õ 

(d) 

.•o l•.00 27.00 qO.00 T S3.00 G6.00 ?•.00 9:). O0 tOS.00 IME (SAMPLES) 

(e) 

O0 L•.00 2•.00 tlD. O0 S•.00 6•q. O0 ?b.00 9•.00 lbS.00 
TIME (SAMPLES) 

FIG. 3. (a) Original signal with SNR = 0 dB. (b) Delayed signal with 
SNR = 0 dB. (c) The original signal from (a) compared to the reconstruct- 
ed signal obtained by using the WCT. The only differences arise from the 
fact that one channel contains a noise signal independent from the other. 
(d) Error function--the error found by using the WCT is shown here. Al- 
though the error looks rather large, it is smaller than the error in (e). Also, 
from (c), it is seen that the reconstruction was excellent and that most of the 

error is due to noise differences. (e) Error function obtained by using the 
ordinary cross-correlation method and reconstructing the signal. 

cross-correlation technique to adapt to the case of several 
delays throughout a record length. The window-correlation 
technique uses the ordinary cross correlation along with a 
windowing and minimization routine to correlate small seg- 

ments of the multichannel data. Then, the set of computed 
delays is searched for values consecutively close to each oth- 
er and a decision is made as to the estimated delay for a 
specific window position. 
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FIG. 4. (a) Original signal with SNR = -- 10 dB. (b) Delayed signal with 
SNR = -- 10 dB. (c) Original signal compared to reconstructed signal. 

As can be seen from the results, the WCT has no prob- 
lem estimating arbitrary delays down to an SNR of 0 dB. 
However, this is provided that the events are fairly well re- 
solved. Also, by using a complete set of delays, not just 
trends, the second channel can be aligned extremely well to 
the reference channel. Again, we did not expect the ordinary 
cross-correlation technique to work very well for multiple 
delays, and it did not. However, by making some modifica- 
tion, viz., the windowing process, it was used to develop the 
WCT and, in fact, worked very well. 

There has been much consideration given to the need for 
further work to enhance the window-correlation technique. 
As mentioned in the Introduction, the WCT was not devel- 
oped as a real-time process. However, there is the possibility 
of optimization of the algorithm at a future date. Also, work 
is in progress at the present time to find •he effect of different 
window functions. Not only is this an important considera- 
tion, but the width of the window with respect to different 
frequencies should be examined. The concept of a dynami- 
cally changing window has been considered and is being 
studied at the present time. In conclusion, a method has been 
presented in this article that appears to be a very powerful 
tool in the estimation of arbitrary time delays. 

•Special issue on time delay estimation, IEEE Trans. Acoust. Speech Signal 
Process. ASSP-29 ( 1981 ), Part II. 

27. N. Bradley and R. L. Kirlin, "Delay Estimation by Expected Value," 
IEEE Trans. Acoust. Speech Signal Process. ASSP-32, 19-27 (1984). 

all. Meyr and G. Spies, "The Structure and Performance of Estimators for 
Real-Time Estimation of Randomly Varying Time Delay," IEEE Trans. 
Acoust. Speech Signal Process. ASSP-32, 81-94 (1984). 

4y. Azenkot and I. Gertner, "The Least Squares Estimation of Time Delay 
Between Two Signals with Unknown Relative Phase Shift," IEEE Trans. 
Acoust. Speech Signal Process. ASSP-33, 308-309 (1985). 

•C. Y. Wuu and A. E. Pearson, "On Time Delay Estimation Involving 
Received Signals," IEEE Trans. Acoust. Speech Signal Process. ASSP- 
32, 828-835 (1984). 

6M. Azaria and D. Hertz, "Time Delay Estimation by Generalized Cross 
Correlation Methods," IEEE Trans. Acoust. Speech Signal Process. 
ASSP-32, 280•284 (1984). 

?R. E. Boucher and 7. C. Hassab, "Analysis of Discrete Implementation of 
Generalized Cross Correlator," IEEE Trans. Acoust. Speech Signal Pro- 
cess. ASSP-29, 609-611 ( 1981 ). 

SA. Papoulis, Probability, Random lXariables, and Stochastic Processes 
(McGraw-Hill, New York, 1965). 

VA. Oppenheim and R. Shafer, Digital Signal Processing (Prentice-Hall, 
Englewood Cliffs, N7, 1975). 

•øE. A. Robinson, Stationary Time-Series (Macmillan, New York, 1980). 

1006 J. Acoust. Soc. Am., Vol. 81, No. 4, April 1987 Callison et al.' Estimation of arbitrary time 1006 


